SEQUENCING FROM COMPOMERS: THE PUZZLE

SEBASTIAN BOCKER

ABSTRACT. The board game Fragmind™ poses the following question: The player has to reconstruct an (unknown)
string s over the alphabet X. To this end, the game reports the following information to the player, for every character
x € X: First, the string s is cleaved wherever the character = is found in s. Second, every resulting fragment y is
scrambled by a random permutation so that the only information left is how many times y contains each character
o € 3. These scrambled fragments are then reported to the player.

Clearly, distinct strings can show identical cleavage patterns for all cleavage characters. In fact, even short strings
of length 30+ usually have non-unique cleavage patterns. To this end, we introduce a generalization of the game
setup called Sequencing From Compomers: We also generate those fragments of s that contain up to k uncleaved
characters z, for some small and fixed threshold k. This modification dramatically increases the length of strings that
can be uniquely reconstructed. We show that it is NP-hard to decide whether there exists some string compatible
with the input data, but we also present a branch-and-bound runtime heuristic to find all such strings: The input data
are transformed into subgraphs of the de Bruijn graph, and we search for walks in these subgraphs simultaneously.

The above problem stems from the analysis of mass spectrometry data from base-specific cleavage of DNA se-
quences, and gives rise to a completely new approach to DNA de-novo sequencing.
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FI1GURE 1. Modified Fragmind puzzle with solution on the right.

1. INTRODUCTION

The task of the solitaire board game Fragmind™ (see www.fragmind. com/game) is to reconstruct a color sequence
from scrambled fragment information. With slight modifications, a typical instance of this puzzle looks like Fig. 1
on the left.! Here, every row corresponds to a unique cleavage character z € ¥ over the alphabet ¥ := {B,G,R,Y}.
For every such character = we are given a collection of (X-shaped) fragments, plus some (O-shaped) cleavage sites.
All fragments contain characters from ¥ — {z} while the cleavage sites consist of exactly one character x. The
task of the game is to reorder the fragments/cleavage sites, as well as the characters inside the fragments in such
a way that every column consists of exactly one character, see Fig. 1 on the right. To do so, there are two types
of permissible moves:

e First, for every row we are allowed to arbitrarily reorder the fragments and cleavage sites, with the exception
that two fragments must not touch each other — they must be separated by at least one cleavage site.
Note that we are not allowed to swap fragments between rows.

e Second, for every fragment we can arbitrarily reorder all characters in this fragment.

lwe slightly modify the definition of the puzzle, to be closer to the biochemical problem Fragmind was derived from. Fragmind
puzzles ignore the rightmost fragment in every row, for the sake of simplicity.
1
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For the puzzle presented in Fig. 1 on the left, we show how to reorder the first line, corresponding to cleavage
character B: First, we reorder fragments and cleavage characters to RRY, B, B, GR, B, Y where no two fragments
touch each other. Next, we reorder the characters in the first fragment from RRY to RYR. The resulting string
RYRBBGRBY is a solution of this puzzle, because all columns agree on the right side of Fig. 1.

Where do problems of this type occur? The puzzle directly stems from the analysis of DNA sequences using
mass spectrometry and base-specific cleavage. Our alphabet is the DNA alphabet ¥ := {A, C, G, T}, and we are
given a sample string over X (the target DNA molecule). We amplify the sample string using polymerase chain
reaction. Next, we cleave the sample string with a base-specific biochemical cleavage reaction: That is, we cleave
wherever a certain character (specific to the used cleavage reaction) appears in the string. Finally, we measure
the masses of the resulting fragments using mass spectrometry. From a fragment’s mass we can determine its
(unordered) base compositions. See [1] for more details on the experimental setup of base-specific cleavage and
mass spectrometry.

Combining base-specific cleavage and mass spectrometry has been successfully applied to a variety of problems
such as SNP and mutation discovery [5], pathogen identification [8], or methylation analysis. These tasks are
comparatively simple to answer computationally, because we just have to find a “best fit” of a measured mass
spectrum with a rather small number of reference mass spectra. But for DNA de-novo sequencing, almost nothing
is known about the underlying DNA sequence except its approximate length. In fact, only a small fraction of
sequences show unique mass fingerprints even for short sequence lengths of 30 characters, see Section 8. It was
therefore believed that base-specific cleavage and mass spectrometry cannot be used for de-novo sequencing of
DNA.

Unexpectedly, a slight modification to the experimental setup heavily increases its resolving power. If we do
not cleave every copy of the sample string at a certain position where the cleavage character x is present, but only
a certain percentage of copies (say, 50 %) then we generate a much larger set of fragments and, hence, simplify the
problem of reconstructing the sequence. This setup is comparable to the Partial Digestion Problem (PDP) [6,7].
Accordingly, we call such cleavage reactions partial while the original cleavage reactions are called complete.

But there is a fundamental difference between PDP and our “experimental setup:” Using mass spectrometry,
the intensity of a peak corresponds to the number of copies of the biomolecule generating the peak. Since this
number drops exponentially in the number of uncleaved characters x in a fragment, it is likely that we can detect
only those fragments that contain up to k uncleaved characters x, for some small threshold k. Unlike PDP where
long fragments are likely to be detected, such long fragments cannot be detected in our setting, so we cannot
adapt algorithms developed for PDP.

Several questions arise naturally in the context of (generalized) Fragmind puzzles: Given an instance of the
problem, is there at least one solution? Given one solution s, is this solution unique? Ultimately, one wants to
find all solutions of the problem in applications.

2. FORMAL REPRESENTATION OF THE PROBLEM

Mostly we will follow the notation of [1] and refer the reader there for a more detailed discussion.

Let s and y be strings over the alphabet ¥. We denote the maximal number of non-overlapping occurrences of
y in s by ordy(s).

For a string s and a character =, we define the string spectrum S(s,z) of s,z by:

(1) S(s,z) :={y € ¥* : xyx is a substring of xsz}

The string spectrum S(s,x) consists of those substrings of s that are bounded by x or by the ends of s. Here,
we call s sample string and x cleavage character, while the elements y € S(s,z) will be called fragments of s
(under z).

We use special characters 0, 1 to uniquely identify start and end of the sample string, what reduces the symmetry
of the problem. The set of all strings in ¥* with attached prefix 0 and suffix 1 is denoted 0X*1 := {0s1 : s € ¥*}.
The use of special characters 0, 1 is motivated by characteristics of the underlying biochemistry: using base-specific
cleavage, terminal fragments in general differ in mass from inner fragments with otherwise identical sequence.?

For k € NU {00}, we define the k-string spectrum of s,z by:

(2) Sk(s,x) :={y € S(s,z) : ordy(y) < k}
The integer k is called (spectrum) order.

2The mass of a fragment is the summed mass of its characters, plus a correction factor that depends on the molecule’s terminals:
For example, RNAse A cleavage produces 5" hydroxyl and 3’ phosphate terminals. Inner fragments have been cleaved by RNAse A on

both sides, and we have to correct their mass by adding 18 Dalton (H2O). This correction is different for the first and last fragment
that have been cleaved on one side only.
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Ezample 1. For the string s = ORYRBBGRBY1 over ¥ = {B, G, R, Y} from Fig. 1, we have:
So(s,B) = {ORYR,¢,GR, Y1}  So(s,G) = {ORYRBB,RBY1}
So(s,R) = {0,Y,BBG,BY1}  Sy(s,Y) = {OR, RBBGRB, 1}

For spectrum order k = 0 the string spectrum resembles the Fragmind puzzle. Higher orders give us more fragment
information: for example,

Si(s,B) = {ORYR, ¢, GR, Y1,0RYRB, BGR, GRBY1}.

As mentioned above, we cannot recover the order of characters inside a fragment from its mass, what is
represented by the second rule of the Fragmind puzzle. To this end, we define a compomer ¢ to be a “string
without order:” Formally, ¢ is a map from the alphabet ¥ to the set of natural numbers including 0. To simplify
notation, we use subindices for the number of characters in a compomer, omitting those characters with subindex 0:
For example, ¢ = A3G; denotes the compomer ¢(A) = 2, ¢(C) =0, ¢(G) =1, and ¢(T) = 0. Finally, we write 0
for the empty compomer.

Clearly, we can map a string s to a compomer by counting the number of characters of each type in s. Let
comp be this function: for example, comp(ACCTA) = A,CyT;. Finally, given two compomers ¢ and ¢’ over the
alphabet X, we write ¢ < ¢ if and only if ¢(o) < ¢/(0) holds for all o € 3. So, < is a partial order on the set of
compomers.

The k-compomer spectrum Ci(s,x) of s consists of the compomers of all fragments in the string spectrum

Sk (s, x):

(3) Cr(s,x) := comp (Sk(s,:z)) = {comp(y) sy € 8(s,x), ordy(y) < k}

Ezxample 2. For s from Example 1 and spectrum order £ = 0 we calculate:

@ Co(s,B) ={0R2Y1,0,G1R,Y11} Co(s,G) ={0B2R2Y;,B1R1Y 11}
Co(s,R) ={0,Y1,B2G1,B1Y 11} Co(s,Y) = {0R1,B3G1Ro,1}

Finally, we note that for Fragmind puzzles we do not only know the compomers of all fragments but also their
multiplicities! To this end, let M(s, ) be the multiset compomer spectrum of s,z of spectrum order k, where we
modify equations (1-3) to be multisets instead of “simple” sets. For a set X and j € N we denote by j - X the
multiset containing every element x € X exactly j times. As an example, for s := 0GRGRGRGRG1 and x = R
the multiset compomer spectrum of order k£ = 0 is My(s,R) = {0G1, G, G1,G1,G11} = {0G1}U 3-{G1}U{G;1}.

3. THE SEQUENCING FrROM COMPOMERS PROBLEM

Let & € NU {oo} be the fixed spectrum order, and let S C 0X*1 (or S C ¥*) be the set of sample string
candidates.®> Now, the question is: Can we uniquely recover a string s € 0X*1 from its (multiset) compomer
spectra? To this end, we define the Sequencing From Compomers (SFC) Problem in four different flavors:

SFCye: Find all s € S with My(s,x) = M, for given multisets M, z € 3.
SFCyi: Find all s € S with M(s,x) C M, for given multisets M, z € 3.
SFCge: Find all s € S such that Ci(s,z) = C, holds for given sets C, x € X.
SFCg:  Find all s € S such that Ci(s,z) C C, holds for given sets C,, x € X.

Indices “me, mi, se, si” stand for multiset/set equality/inequality, respectively. SFCy,e for k = 0 corresponds to
the Fragmind puzzle described in the introduction, where multiplicities of all compomers are known. SFCg and
SFC,; correspond to the more realistic setting of sequencing DNA using mass spectrometry data, where a detected
peak will potentially be interpreted as many different compomers even though only one of these interpretations
is correct. In addition, mass spectra contain false positive peaks (so-called “noise” peaks). So, it seems favorable
to include all compomer interpretations of detected peaks, and to search for strings that satisfy the inclusion
condition only. Furthermore, it is currently not viable to deduce the multiplicity of a fragment from the intensity
of the corresponding peak in a measured mass spectrum. Hence, SFCg; is best suited for modeling experimental
mass spectrometry data.

The corresponding SFC,,, decision problem is as follows, for m € {me, mi, se,si}: Given sets of compomers Cy,
or multisets of compomers M., for x € ¥, is there at least one string s € S that satisfies the conditions of SFC,,?
In [1] we show that the SFCq decision problem is NP-hard. But below we will see that the — seemingly less
complex — SFC,. and SFC,,; decision problems are also NP-hard.

3A straightforward choice for the set of sample string candidates is the set of all strings with length in some interval, because we
can often determine the correct sample string length up-front, and take into account the measurement inaccuracy.



SEQUENCING FROM COMPOMERS: THE PUZZLE 4

Finally, we define the SFC,,, reconstruction problem: Given a set of sample string candidates S C 0X*1 and
some sample string s € S, set C, := Ci(s,z) and M, := My (s, z). Find the subset of sample strings S’ C S such
that every s’ € S’ satisfies the conditions of SFC,,. Clearly, s € S’ holds. In particular, we are interested in those
strings s € S that can be uniquely recovered, that is S' = {s}.

Even though experimental mass spectrometry data cannot be modeled by an instance of SFCyye, it is reasonable
to study SFC,,e because this problem is better suited for a combinatorial analysis. Also note that a string s that
does not have “unique” multiset compomer spectra M(s, x) also has non-unique (“simple” set) compomer spectra
C(s,z), for z € X.

In this context, the following question arises: Given sample strings that can be uniquely recovered using equality
of multisets (SFCyye), can those sample strings also be recovered in the more realistic SFCg model? How much
discriminative power do we gain by adding information about compomer multiplicities and restricting the search
by demanding set equality? We will address these questions in Section 8 below.

Remark. Given a string s € S, let S;,, C S be the set of solutions for the SFC,, reconstruction problem, for
m € {me, mi, se,si}. Then, Spe C Spi C S and Spe C Sge C S

Ezample 3. For the string s = ORYRBBGRBY1 from Example 2 we set C, := Cy(s, ) as shown in (4). Can we
uniquely recover s from this information?

Regarding SFCge, we can show that s is the unique string in 0X*1 such that Cy(s,z) = C, holds for all z € X:
Let s’ be such a string. We know that its first character is 0, and we can iteratively deduce longer prefixes of s’.
Regarding the second character, we infer that OR is a prefix: Otherwise, 0 ¢ Co(s’,R) holds since the character
0 cannot appear somewhere else in s’. This is a contradiction to 0 € Cgr. Next, OR; € Cy implies that ORY is a
prefix of s’. For the third character, Y; € Cr allow us to append an R, but is not a sufficient condition: We can
also “generate” this compomer further upstream in s’. But OR1Y; ¢ Cp, OR1Y; ¢ Cg, and 0 ¢ Cy prohibits to
append characters B, G, or Y, so ORYR is a prefix of s’. Continuing in this way, we see that ORYRBBGRB is a
prefix of s'.

At this point, 0 € Cg allows us to append a “wrong” character B. So, assume that ORYRBBGRBB is a prefix:
At some point, we will append either Y or 1 to s, so there exists ¢ € Cy(s’,Y) with B4G;Ry < ¢. But no such
compomer is an element of Cy, a contradiction. Hence, we cannot append B, and by the above reasoning we
conclude that ORYRBBGRBY is a prefix of s’ and, finally, that s’ = s.

In Section 7 we will formalize the reasoning of Example 3, leading to a recursive algorithm with two branch-
and-bound conditions.

4. TRANSFORMATIONS THAT DO NOT CHANGE MULTISET COMPOMER SPECTRA

We now focus on the SFCy,e reconstruction problem: Given a sample string s, we want to find (all) transfor-
mations of s that do not change the multiset compomer spectra of s. Clearly, if s is a solution of an instance of
SFC,,, then the transformed string is also a solution of this instance, for m € {me, mi,se,si}. In finding all such
transformations, we can solve the SFC,, reconstruction problem.

1000000 100000®e !
JOCIOCXSIORETOXSOEIOE
'BO®OCO®:T '1000B®O®!

FIGURE 2. Puzzle with two solutions for £ = 0. We added special characters 0, 1 to the game
setup in accordance with the definitions.

Consider Fig. 2: For ¥ = {G,R} we define the multisets Mg := {0R;,0,R;,R;1} and Mg := {0,Gq,Go, 1}.
Then there exist two strings s,s’ € 0X*1 satisfying Mo(s,z) = Mo(s',z) = M, for x € ¥: namely, s =
ORGRGGR1 and s’ = ORGGRGR1. This example can easily be generalized for an arbitrary threshold k: We
define s := O(RG)*"RG(GR)*11 and set M, := My(s,z) for z € ¥. One can easily check that the string
s := O(RG)**1GR(GR)**11 also satisfies My (s, z) = M, for both x € X.

For a string s = s1...5,, let s7' := 5, ...s; denote the inverse string. The following proposition follows
directly from comp(s) = comp(s~!):

Proposition 1. For a sample string s € ¥*, a cleavage character x € ¥, and k € NU {oco}, we have My(s,x) =
My(s7h ).
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We will now present two simple transformations that do not change the multiset compomer spectra of a string.
For s € ¥* let Xi(s) := {0 € ¥ : ord,(s) > k} be the set of characters in s that appear at least k times.
Lemma 2 generalizes the construction of Fig. 2, its proof is based on the observation (yzy=1)~! = yz~ly~! and
on Proposition 1.

Lemma 2 (FLIP transformation). Let y € ¥* be a string, and let z € (Xk4+1(y))* be a non-empty string using
only those characters that appear at least k + 1 times in y.

If yzy~' is a substring of s, we can write s = azb with strings a,b where y is a suffiz of a, and y~* is a prefic
of b. Then, s’ := az~'b has the same multiset compomer spectrum as s, that is My(s,z) = My(s',z) for x € X.

y z y—1 y z—1 y—1

FIGURE 3. Example of a FLIP transformation for & = 1.

The second transformation allows us to swap substrings that are enclosed by suitable strings y,4y’ as in the
previous transformation:

Lemma 3 (SWAP transformation). Let y,y’ € ¥* be strings, set X' := g1 (y) N Ekr1(y'), and let z1, 29 € (X)* be
non-empty strings using only those characters that appear at least k+1 times in y and y', and satisfy comp(z1) =
comp(z2).

Let a,b,c € X* be strings with s = az1bzac such that y is a suffix of a and of b, while 3 is a prefix of b and of c.
Then, s := azobzic has the same multiset compomer spectrum as s, that is Mg(s,x) = My (s, x) for x € X.

,,,,,, ’ . ‘ PR
,,,,,, " |[ACAGG||AAG| |[AGTAGT|[  ||ACAGG|/AGA |AGTAGT||
y zl y y z2 y

FIGURE 4. Example of a SWAP transformation for k = 1.

The strings y,y~! and v,y act as boundaries so that for x € Xy, 1(y) (or z € X', respectively) no fragment

w € Sg(s,x) stretches over, say, y: that is, no fragment w contains y as a substring.

We omit the formal proofs of these lemmata for the sake of brevity. There exist transformations preserving
the multiset compomer spectra that cannot be composed of a sequence of FLIP and SwAP transformations:
Regarding Lemma 3, if y,y’ are tight boundaries with ¥’ = 3 (s), then we can do a SWAP transformation even
when comp(z1) # comp(z2). Here, the task is to find a minimal set of transformations with the property of
generating all preserving transformations. Work on this question is in progress.

5. COMPLEXITY OF SFC AND SFC,;

Let ¥ be an arbitrary finite alphabet, and let £ > 0 be an arbitrary but fixed spectrum order. We show below
that it is computationally hard to decide whether there exists at least one (non-trivial) solution of SFCy,e or
SFC,,;. Here we define the problem order of the SFC Problem to be the number of bits needed to represent all
compomer sets C, or My, for x € ¥ — not to be confused with the spectrum order k. Note that the length of
strings solving some instance of SFC, can be exponential in the problem order, as we need only logn bits to store
the compomer o, corresponding to a string of length n. In [1] we show that SFCg; is NP-hard — so it is likely
that the same holds for SFCg,.

Theorem 1. For |X| > 3 and spectrum order k > 0, we are given a set of candidate strings S C 0X*1. Then it
is NP-hard to decide whether the SFCyy; Problem with spectrum order k has at least one solution s € S satisfying
M (s,x) C My for all z € X.

Theorem 2. For |X| > 3 and spectrum order k > 0, it is NP-hard to decide whether the SFCy,e Problem with
spectrum order k has at least one solution s € S := 0X*1 such that equality My(s,z) = M, for all x € 3 is
achieved.

We will prove the latter theorem only, but one can prove Theorem 1 analogously by limiting the set S to strings
of length nb+4n(k + 1) + (n — 1)(k + 1). As we cannot check whether a string of exponential size is a solution,
SFC.,; and SFC,y,e are not in NP.

For our complexity result, we make use of the 3-PARTITION Problem known to be NP-complete [4]:
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3-PARTITION. Given a set M of 3n elements, a bound b € N, and a size o(m) € N for each m € M with
b/4 < p(m) < b/2 and Y-, .7 p(m) = nb, can M be partitioned into n disjoint sets My, ..., M, such that, for
1<i<n, Y e p(m) = b holds?

Given a solution of 3-PARTITION, then the constraints on ¢(m) imply that every set M; C M contains exactly
three elements.

The formal proof of Theorem 2 can be found in the Appendix.

6. SEQUENCING GRAPHS

Sequencing graphs were introduced in [1] and can be used to solve the SFC Problem. These directed graphs
are subgraphs of the well-known de Bruijn graph, but the interesting twist here is that the alphabet underlying
the de Bruijn graph is not the usual DNA alphabet, but instead a set of compomers over the DNA alphabet. We
have slightly modified the definitions of [1] to allow a simpler incorporation of a source vertex in these graphs,
see [2] for details.

A directed graph consists of a set V of vertices and a set E C V2 =V x V of edges. An edge (v,v) for v € V
is called a loop. We limit our attention to finite directed graphs with finite vertex sets. A walk in G is a finite
sequence p = (po, p1,---,Pn) of elements from V with (p;_1,p;) € FE for alli =1,...,n, and |p| := n is the length
of p.

We start this section by an example, and show below how to formalize the construction.

Example 4. Let
s = 0ACAATCAGCTATGGGCATACTACTCGCATCCGGAGT1 € 0X*1
be our sample string over the DNA alphabet . We set C, := C1(s,x) for x € X; for example,
Cr ={0A3C;, 0A4C3G 1Ty, A1CaGy, ..., A1CoGs, A1C2G3T1, 1}.

Next, we set ¥, := {c € C; : c(x) = 0} U {x} for all z € ¥ as the set of compomers with no uncleaved cut
character, see (5) below; for example,

Y1 ={0A3C, A1CaGy, Ay, A1C1G3, A1Cq, A1CaGs, 1, %}

For every x € X, we define the directed graph G, = (V,, E;) by V, := X, and (u,v) € E, holds for u,v # « if
and only if v 4+ comp(z) + v € C,. Note that if (u,v) is an edge of G, then (v,u) is an edge, too: In fact, these
edges can be viewed as undirected. Furthermore, we include directed edges (x,v) for all vertices v # * that satisfy
v(0) = 1. We have displayed the four graphs resulting from this construction in Fig. 5. As an example, the graph
Gt contains edges (A1C2G1,A;) and (A1, A1CoGq) since A1CoGy + T1 + A1 = AsCoG Ty € Crp holds; and it
contains the loop (A1Cy,A1Cy) because A1Cy 4+ T1 + A;C; = ACyTy € Cr holds

What can we do with the graphs of Example 47 Consider cleavage character x = T, where * is the source
vertex of Gr. The first fragment of s under T is 0OACAA with compomer 0 A3Cy, and (*,0A3C) is an edge of
Gt. The second fragment of s under T is CAGC with compomer A;C2Gq, and (0 A3Cy, A1C2Gq) is an edge of
G, and so on. So, the fragments of s under x correspond to a walk in G, — and if we cannot find such a walk,
then s cannot be a solution of our problem. Note that there exist edges in these graphs that do not correspond
to subsequent fragments of the sample string, such as (A1C2Gs, A1) in Gr.

We will now formalize the graph construction of Example 4, but first we have to introduce some more definitions:

The de Bruijn graph of order k > 1 over the alphabet Y’ is a directed graph whose vertex set consists of all
k-tuples over ¥/, and (u,v) is an edge of the de Bruijn graph if the last k — 1 elements of u agree with the first
k — 1 elements of v, that is, uj;1 = v; for j = 1,...,k — 1 [3]. We denote the de Bruijn graph of order k over X'
by Bi(X'), and we denote an edge ((61, cosek), (e, ... ,ek+1)) by (e1,...,exky1) for short.

In the following, we assume that we are given an instance of the Sequencing From Compomers Problem for
set inclusion, SFCg. In particular, for every cleavage character x we are given a set of compomers C, as input.
The compomer alphabet 3, consists of those compomers in C, that do not contain the character x, plus a special
source character x:

(5) Ypi={cely: clx) =0} U{x}

Note that we can componentwise add compomer “characters” ¢,c € ¥,: For x € ¥, we formally define ¢ + * =
x + ¢ = * for every compomer c¢. In the following, >, will be the alphabet underlying the de Bruijn graph
construction.
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sk
A(G;T, O/O 0A,

ClGlTl GlTll A2G1 AlTl AIGI

ACT, AC,T, A,C,G, 0A;C,

FIGURE 5. The four sequencing graphs of Example 4: the graph G, for z = A (top left), x = C
(top right), x = G (bottom left), and x = T (bottom right). Undirected edges represent directed
edges in both directions.

Strings so, ..., s form an x-partitioning of a string s if none of the strings sq, ..., s contains the character z,
and s = sgxsixsex . ..xs; holds. Clearly, there exists exactly one z-partitioning for every string s. For example,
(ORYR, ¢, GR, Y1) is the unique B-partitioning of s = ORYRBBGRBY1.

Finally, a string s is called compatible with a walk p = pg...p, in the de Bruijn graph By(¥,;) if the
a-partitioning s, ..., s; of s satisfies [ = |p| and

(6) p; = (Cj—k+lacj—k+Qa ce ,Cj) for ] = 0, PN ,l,

where ¢; := comp(s;) for j = 0,...,1, and c_; := « for all integers j > 0. By definition, (x,...,*) is the first
vertex of such p.

For every string s that is a solution of the SFCg; Problem, there exists a unique walk p in the de Bruijn graph
that is compatible with s, see [1, Lemma 3]. For s = ORYRBBGRBY1 from Example 1, the unique compatible
walk in By (Xg) is (%), (0R2Y1),(0), (G1R1), (Y11). We now “thin out” the de Bruijn graph so that the resulting
graph still contains all walks compatible with any solution of SFCg;, but we remove those edges that cannot be
part of any such walk.

For an edge e = (eq,...,er11) of the de Bruijn graph By (X,), we use the notation

(7) eij) i= € +comp(x) + ej1 4 comp(x) + -+ - 4+ ej_1 + comp(z) + e;

for 1 <i < j < k+1; recall that the alphabet underlying the de Bruijn graph is a set of compomers.*

Now, we define the sequencing graph Gy(Cy,x) of order k > 1 as follows: This is an edge-induced sub-graph of
By(3;) where ¥, = {c € C; : ¢(x) =0} U {x}. An edge e = (e1,...,ex+1) of Br(X,) belongs to the sequencing
graph if and only if

® ¢ ] €C U {*} holds for all 1 <i < j <k+1, and

e ¢; = x for some j implies ¢; = * for all 1 <7 < j.
The first condition assures that we keep only those edges that might be needed for some compatible walk, whereas
the second condition only prevents us from using the source character “in the middle” of some vertex. In Example 4,

4Note that e[i,;] = * holds if and only if there exists an index i’ € [¢, j] such that e;; = *.
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we have in fact constructed the four sequencing graphs G1(Cy, z) for z € {A, C, G, T}, omitting superfluous edges
(%,v) for those vertices v that do not contain the initial character 0.

Lemma 3 in [1] guarantees that s satisfies Cx(s,x) C C, if and only if there exists a walk p in the sequencing
graph Gp(Cy,x) such that s is compatible with p. Hence, we can find all solutions to the SFCg Problem by
constructing walks in the sequencing graphs.

But what about the initial Fragmind problem with spectrum order £ = 07 Here, we define the sequencing graph
Go(Cy, x) to be the complete directed graph with vertex set ¥, := {c € C; : ¢(z) = 0} U {}, minus superfluous
edges (v,*) for v € ¥,. The high density of this graph indicates why the resolving power of SFCy,e for k = 0 is
extremely limited.

7. WALKING THE SEQUENCING GRAPHS

Suppose we are given an instance of the SFCg Problem: the spectrum order k and sets of compomers C, for
x € . Our task is to find all sample strings s € 0X*1 satisfying Ci(s,z) C C, for all z € ¥. We limit our search
to those strings s with length in a given interval.

We sketch a runtime-heuristic for this problem, see [1] for a detailed description. This depth-first search
backtracks through string space, and implicitly builds walks in the directed sequencing graphs that are compatible
with the constructed strings: To this end, suppose that strings § and s are compatible with walks in the sequencing
graph G, := Gi(C;, x), and that §, 5 share a common prefix s. Then, the walks compatible to §, 5 also share a
“prefix:” Let (s1,...,s;) be the x-partitioning of the prefix s, then both walks must start with the vertex sequence

(koo k), (kyoeoyk,c1), (kyennyk,01,02) ovy (Cl—gye-vyCl—1)

where ¢; := comp(s;) are the compomers of the partitioning. In our algorithm, we mark the last vertex
(C—ky--.,ci—1) of the common prefix walk with a token. In case sz is also a prefix of the strings, we can
elongate this prefix walk and move our token from (¢;_g,...,¢—1) to (¢j—g+1,---,¢1), because (s1,...,s;,€) is the
z-partitioning of sz.

Assume that we have built the sequencing graphs G, := Gy(C,,x) for x € ¥. We initialize our algorithm by
putting a token onto the source vertex v, <— (%,...,%) in every sequencing graph G, for z € 3. We recursively
construct prefixes s of solutions, and we initialize s < 0.

Let s be the current prefix, and for all = € 3, a token is currently placed on vertex v, in the sequencing graph
G,. Let s, be rightmost fragment of the z-partitioning of s, and set ¢, := comp(s;).

If we append a character x € X to s, can the resulting string sx still be a prefix of a solution? In this case, the
following two conditions must be satisfied:

e By the above reasoning, we have to move our token in G, from the current vertex v, = (v1,...,vx) to
(va, ...,V cz). If the latter is not a vertex of G, or if no such edge exists, we cannot append x to s.

e Second, we check the following for all characters o # x: Can we move our token in G, in the future? As
we continue to append characters to sz, we will at some point append either ¢ or the terminal character 1
for the first time. At that point, we have to move our token in G, from v, = (v1,...,v;) to a new vertex
(va,...,vk, ), and the above implies comp(s,z) < c.

So, we check if there exists at least one edge e = (v, ..., v, ¢) in G, leaving v, such that ¢, +comp(x) < ¢
holds — if no such edge exists, we cannot move our token in G, in the future and, hence, we cannot append
x to s.

To prevent infinite loops, we test whether the prefix length is below some upper bound before appending the
next character. In case the prefix length is above some lower bound, we also test if we can append the terminal
character 1: Doing so, we trigger an edge transition in all sequencing graphs simultaneously. If we can move our
tokens accordingly in all graphs, then we output sl as a solution.

If there exists exactly one admissible character x € ¥, we update the prefix, move the token in GG, and continue.
If there exist two or more admissible characters, we have to recursively test all alternatives. If there is no admissible
character, we return to the previous level of recursion. Theorem 1 of [1] guarantees that this algorithm indeed
returns all strings s with Ci(s,x) C C, for all x € 3.

Clearly, the algorithm is a runtime heuristic; but in view of the hardness of the decision problem, there is little
hope that a polynomial runtime algorithm exists. Also, the number of solutions can be quite large, for example
exponential in the fixed length of reconstructed strings [1, Example 3].

To solve SFCy,; or SFCp,e Problems using this approach, we also store for every edge of a sequencing graphs,
what compomers were tested in (7) with j = k4 1 during construction. We cannot attach counters directly to the
edges of a sequencing graph, because different edges may “use” the same compomers. In the recursion step, we
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FIGURE 6. Simulation results: Percentage of strings that are uniquely reconstructed (solid line)
or reconstructed with up to two ambiguous characters (dashed line) when varying string lengths
(x-axis). Results for SFCp,e (boxes) and SFCg; (crosses). Spectrum orders are k = 0,1 (top, left
and right) and k£ = 2,3 (bottom, left and right). Observe the different scalings of the axes in the
figures.

keep track how often every compomer has been generated by the current prefix, and stop as soon as appending a
character exceeds the given limit.

8. SIMULATION RESULTS

We performed simulations comparing the resolving power of SFCy,. and SFCg;. To this end, we generate random
strings s of varying length, compute the (multiset) compomer spectra C, := Ci(s,z) and M, := My(s,x) for all
xz € ¥, and finally search for all strings s’ € 0X*1 that are solutions to SFCp,, and SFCg;. Since we can deduce
the length of a solution string from the multiset compomer spectra, we search only for those solutions of SFCg;
that have exactly the same length as the input string s, to allow a “fair” comparison of the resolving powers.

For spectrum orders k = 0, 1, 2,3 we report the results of our simulations in Fig. 6. As expected, the knowledge
of compomer multiplicities greatly enhances the chances of unique string reconstruction. Although it is unrealistic
to believe that the experimental settings will ever allow to exactly estimate fragment multiplicities, it should be
understood that even a rough estimate of these multiplicities increases the resolving power of our approach.

We do not only report the percentage of strings that were uniquely reconstructed from their (multiset) compomer
spectra: For 2+ solutions we align all solutions without gaps and count the number of columns where the strings
disagree. This is the number of ambiguous characters. In Fig. 6 we also report the percentage of strings that
allowed reconstruction with up to two ambiguous characters. There were no strings that allowed reconstruction
with a single ambiguous character.
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As one can see, the resolving power for £ = 0 corresponding to the original Fragmind puzzle and to complete
cleavage, is very limited even if we take into account compomer multiplicities. But the resolving power increases
by an order of magnitude for every increment of the spectrum order k.

9. DISCUSSION

The Sequencing From Compomers Problem is a formal representation as well as a generalization of the Fragmind
puzzle game. While SFC is computationally hard, we have introduced sequencing graphs that allow us to solve
SFC in practice using a runtime-heuristic. The Fragmind puzzle and SFC are derived from the analysis of mass
spectrometry data from base-specific cleavage experiments, and the presented approach might allow de-novo
sequencing of DNA molecules with several hundred nucleotides. Various combinatorial problems in the context of
SFC, at the same time challenging and relevant for applications, await their solution.
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APPENDIX

Proof of Theorem 2. Recall that k is the fixed spectrum order. We may assume that {A,B,C} C X holds. We
further assume that /4 > k + 1. Otherwise there exists a minimal constant k¥’ € N satisfying k' - b/4 > k + 1 and
we can replace b by k'b and ¢ by k' - ¢.

Given an instance of 3-PARTITION, we define an instance of SFCy,, by representing the values ¢(m) in the
string solution by substrings A?("™). These substrings are separated by substrings of the form BF*!, see (12).
Finally, we use the character C to assure that all elements m € M are partitioned into sets M; as desired, see (13).
We prove that the instance of 3-PARTITION has a solution if and only if our instance of SFCp,, has a solution.

Recall that for a set X and j € N, we denote by j - X the multiset containing every element x € X exactly j
times. We define multisets M, for x € 3, where all unions over k run Kk =0, ..., k:

(8) My = J@n(k+1) +2) - {AxBiga} U [ — 1)(5 + 1) - {AxBoger1)Crpr}

K

U U e(m) =1-r) {A}

meM,k

(9) Mg = J(+1) - {AymBr : me M} U [ Jin—1)(5+1) - {BrCps1}

K K

U U4n(k — k) - {Bx}

(10) Me = J((n = 2)(k+1) +2) - {ABygs)Cu} U [Jn = 1)(k — k) - {C,}

K KR

(11) Mz = {AnpBane+ ) Crn-nyht1)} for z € X\ {A, B, C}
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First, we want to show that any solution Mji, ..., M, of 3-PARTITION yields a solution to the above instance
of SFCpe: For i =1,...,n we set M; = {m;, m;,m/}. We define the string

(12) s; 1= BEFIARMIBR+1 A Q) ph+1 g e(m]) g1
and compute for cleavage character x = A:

My (si,A) = {ABry1 : k=0,...,k} UMY U{ABrs1: k=0,...,k}

with Mi= | 20+ 1) {ABra}t U | (p0m) —1- ) {Ad,

k=0,....,k meM;

k=0,...,k
where the sets {A;Bg+1 : kK =0,...,k} correspond to the beginning and end of s;. For cleavage character x = B
we compute
My(s4,B) = (k+1) - {ApemBr : me M} U | 4(k—r)-{By}.
k=0,...,k k=0,...,k

From ) s ¢(m) = b, we infer comp(s;) = ApBy(ry1). For the string
(13) s:=s(My,...,M,) := s, ChHlg,Chtl. . chtlg
we can now conclude:

My(s,A) =2 {ABpy 1 6=0,...,k} U | M

i=1,...,n

U U (n—1)(k+1) - {AxBor41)Crr1} = Ma
k=0,....k

Mi(s,B) = [JMi(si,B) U | (n=1)(s+1) {BCrp1} = Mg
=1

k=0,...,k

./\/lk(s, C) = {AbB4(k+1)CK P R= 0, ey k} U U (n — 2)(:% + 1) : {AbB4(k+1)C,€}
k=0,....k

U | (m=1)(k—r)-{Cu} U{ABygs1Cr : £=0,....,k} = Mc
k=0,....k
My (s, z) = {Aan4n(k+1)C(n—1)(k+1)} = M, forzeX\{AB,C}

So, My(s,z) = M, holds for all x € ¥ as desired. This shows that given a solution M, ..., M, of 3-
PARTITION, then s(Mj, ..., M,) is a solution of the above instance of SFCy,e.

Now, let us suppose that s is an arbitrary solution to the instance of SFCy,e defined in Equations (8-11). Since
(14) {C € Mg : C(C) = O} =n- {AbB4(k+1)} U (n — 1)k . {0}

we infer comp(s)(A) = nb and comp(s)(B) = 4n(k + 1). Analogously, we conclude from (9) that comp(s)(C) =
(n—1)(k+1),s0|s|=nb+4n(k+ 1)+ (n —1)(k+ 1) is polynomial in b, n. We also derive from (14) that s has
the form

S§=C€)S81C152C2...Cn—28,—-1Cn—1SnCn
where ¢; are strings from {C}*, and si,...,s, € {A, B}* such that comp(s;)(A) = b and comp(s;)(B) = 4(k+ 1)

forall  =1,...,n holds.
Now, we derive from (9) that

{ceMp :e(B)=0}={A,pmm) : meM} Un—1)-{Cxyp1} Udnk- {0}

and, in particular, that BA?(™B is a substring of s for all m € M — more precisely, for y = BA'B, we have
ordy(s) = {m € M : p(m) =1}|. For the sake of brevity, we ignore the case that A is a prefix or a suffix of s,
that we can solve analogously. Since ) ., ¢(m) = nb = comp(s)(A) we conclude that substrings of A’s are
always bounded by B'’s.

We iteratively define sets M1, ..., M, that form a solution to 3-PARTITION. For i = 1,...,n let L; be the
multiset

L; == {l € N : BA'B is a substring of s;}
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where the multiplicity of I € L; equals ord,(s;) for y = BA'B. From comp(s;)(A) = b we conclude 3, Ll =0
From

(15) Z [ =n-b=comp(s)(A)

we infer that [ € L; implies | = ¢(m) for some m € M: Otherwise, the existence of | € L; with [ # ¢(m) for all
m € M would contradict (15). So, we have b/4 < [ < b/2 and, hence, |L;| = 3. Choose M; C M with |M;| =3
such that @(M;) = {p(m) : m € M;} = L;, and set M < M \ M;. The existence of such set M; C M can be
guaranteed due to the properties we derived above.

One can easily see that the resulting sets M, ..., M, form a solution of the instance of 3-PARTITION. This
concludes our proof that SFC,,, is NP-hard. O

AG GENOMINFORMATIK, TECHNISCHE FAKULTAT, UNIVERSITAT BIELEFELD, PF 100 131, 33501 BIELEFELD, GERMANY
Email address: boecker@CeBiTec.uni-bielefeld.de



