3 Combinatorics of Weighted Strings

“If numbers aren’t beautiful, I don’t know what is.” (Paul Erdés)

E NOW TURN TO SOME PROBLEMS that keep reappearing, in various flavors, not only

throughout this book but also throughout the computational mass spectrometry litera-

ture. These problems, and also our strategies for solving them, lie at the core of many MS

applications. In fact, we have already stumbled upon some of the problems in the previous

section. All problems circle around the question of decomposing masses: We are given a weighted

alphabet, such as the alphabet of amino acid residues; and we want to know if and how peak
masses that we see in a mass spectrum can be explained.

For simplicity, we assume throughout this chapter that all masses are integer: For example,
we can round amino acid masses to the closest integer. Alternatively, we multiply all masses by
a large constant ¢ such as ¢ = 1000 before rounding, to reduce the impact of rounding errors. See
Sec. 10.1 below for a thorough investigation on how to decompose real numbers, and how this
can be applied in metabolomics.

3.1 Formal problem definitions

We are given an alphabet Z ={a1,...,a}, for example the alphabet of amino acids, or an alphabet
of elements. Throughout this chapter, we denote the cardinality of our alphabet by £ = |X|. We
are also given a mass function p: X — N. Recall that the mass of a string s =s;...s, over
is defined as u(s) := X7 ; (s;). In the following, we usually assume that all characters have
pairwise different mass, even though this is not required for some of the algorithms. Still and
all, there are very few applications where different characters of the same mass are reasonable:
Instead, the method of choice usually is to treat all characters of identical mass as one, and to
sort out this impreciseness at a later stage, see Exercise 3.6. Recall that for the amino acid
alphabet, leucine and isoleucine have identical mass and will be regarded as one character.
One should immediately notice that the order of characters in the string has no effect on the
mass: only the number of occurrences of each of the characters is important. To this end, we
make the following definition: A compomer over Z can be viewed either as a map ¢:Z — N, or
as a vector (c1,...,c;) € N*.1 Defining compomers as vectors is easier to grasp, whereas defining
them as maps is mathematically more elegant: We do not have to order the alphabet, and the
definition also works for infinite alphabets. In the following, we will use these two definitions
interchangeably. If we view compomers as vectors ¢ =(c1,...,cp), the order of characters in the

1Compomers have been proposed numerous times throughout the literature, and many different names have been
proposed such as compositions [15], Parikh-vectors [203], multiplicity vectors [6], or abelian patterns.
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3 Combinatorics of Weighted Strings

alphabet is relevant, and we assume this order to be arbitrarily fixed. Given a string s =s1...s,,
the function comp : =* — N* maps s to its compomer by counting characters,

comp(s) =(c1,...,c) with c¢;=#{i :s;,=a;}. 3.1)

The length of compomer c is |c| := Z?zlq, and the mass of ¢ is u(c) := Z?Zl cj-aj). The
definition of length of a compomer, becomes obvious by the following lemma:

Lemma 3.1. Given a string s € Z* and a compomer c¢ := comp(s). Then |c| = |s| and u(c) = u(s).

We will often denote a compomer c as (a1)e, ...(ar)c,, omitting those characters a; with ¢; =
0. This increases readability and is particularly favorable for large alphabets, such as amino
acids. This presentation is obviously inspired by molecular formulas from chemistry, such as
C,oH,,0,; for sucrose. In fact, we will come back to this link in Sec. 10.2. This shows that
compomers also exist “without strings”, see Chapter 9. Sometimes, compomers with negative
entries make sense: For example, the difference between two compomers can be useful in certain
applications.

Example 3.1. Let X = {a,b,c,d} be our alphabet with masses u(a) = 2, u(b) =8, u(c) =7, and
w(d) = 10. We will make use of this weighted alphabet throughout this chapter. For a string
s = baacbcaca we have ¢ := comp(s) = (4,2,3,0) in vector notation or, equivalently, ¢ = azbocs.
Now, [c|=9 and u(c)=4-24+2-3+3-7=35.

Now, we turn to an obvious question: It is well-known that there are £" strings of length n
over an alphabet of size k. Now, how many compomers of a given length exist?

Lemma 3.2. The number of compomers of length n over an alphabet of size k is (an']fIl)
Notably, this question has been answered wrongly several times in the mass spectrometry
literature as “exponentially many” [1]. But for large alphabets, even though the number is
polynomial in n, it is still increasing rapidly: For a fixed alphabet of size &, we have (n,:f Il) €
O(n*~1) many compomers. For the amino acid alphabet of size 19, this implies that the number

of compomers is increasing with a polynomial of degree 18.

Lemma 3.2. Every compomer of length n can be mapped bijectively onto n + 2 — 1 points, where
k — 1 points are selected by asterisks. The compomer (c1,...,cz) is mapped to c¢1 points, asterisk,

co points, asterisk, ..., asterisk, c; points. For example, (c1,...,c5)=(3,2,0,3,5) is mapped to:
c1 c2 c3 Cy4 C5
—t N AN e /S
O0O0O®OO® ®OOO®OOOOO
How many possibilities exist to choose (cross out) £ — 1 points out of n + & —1 points? It is well
known that there exist (" ;ﬁl) such possibilities. O

There are four problems that we will address in the following: Given a mass integer mass
M = 0, what is the number of compomers and strings with this mass? Is there at least one
such compomer or string? If yes, can we provide a witness or proof, that is, a compomer ¢ with
w(c) = M? And finally, can we enumerate all compomers of mass M? Searching for compomers
or strings over an alphabet X with mass M, we also say that we decompose mass M, and the
compomers or strings of mass M will be called decompositions.
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3 Combinatorics of Weighted Strings

In combinatorics, determining the number of things is called “counting”, whereas “enumer-
ating” refers to constructing all objects with a particular property.? Usually, counting can be
achieved faster than enumerating. In turn, counting (how many?) is at least as hard as the
decision problem (at least one?).

In the remainder of the chapter, we name the characters of the alphabet with their integer
masses: Instead of the alphabet X = {a,b,c,d} from Example 3.1, we will consider the alphabet
2 =1{2,3,7,10}. This will make it easier to follow the formalism. As we assume that all characters
have pairwise distinct masses, this is not a restriction. Unless explicitly stated otherwise, we
assume that all masses are positive. Finally, let us assume that masses in the alphabet X =
{ai,...,ar} are ordered, so in particular, a; is the smallest mass and ay, is the largest mass.

Finally, let us consider the problem of negative integer masses. If all masses are negative,
you can take the (additive) inverse of all masses, and you are back at our previous problem. If
at least one mass is positive and one mass is negative, there is an infinite number of solutions,
see Exercises 3.19, so counting and enumerating does not make sense. But sometimes you
are not interested in enumerating all solutions but only some optimum one following, say, the
parsimony principle; for example, we might be interested in the minimum number of Post-
Translational Modifications that makes some protein fit with some peak mass. Finding such
solutions is possible using dynamic programming, and we will come back to this in Exercise 8.5.

3.2 Counting compomers and strings

We have seen in Lemma 3.2 how to compute the number of compomers of given length. In
mass spectrometry, the usually more interesting question is: How many compomers exist with
mass M? We will present an exact solution based on dynamic programming (see Sec. 17.3) that
is actually very simple — a related problem is “scientific folklore” in computer science and com-
binatorics, see Exercise 3.1. We solve the problem by two-dimensional dynamic programming.
Let C be a two-dimensional table, where C[i,m] is the number of compomers c over the alphabet
{ai,...,a;} with mass u(c) =m, fori =0,...,k and m =0,...,M. For i < %k, this means that we do
not take into considerations the complete alphabet but only a sub-alphabet. In the extreme case
i =0, this corresponds to an empty alphabet and, obviously, the only mass that we can decompose
over this alphabet is m = 0, and there is exactly one decomposition (the empty compomer) for
this mass. Hence, we initialize our table by C[0,0]=1 and C[0,m]=0for m=1,...,M.

Let us assume that we have previously computed all entries C[i’,m'] with i’ <i and m’' = m,
where i’ <i or m' < m or both holds. To compute the number of compomers with mass m over
the alphabet {a1,...,a;} we sort these compomers into two buckets: One bucket contains those
compomers where a; = 0 holds, the other bucket contains those with a; = 1. Clearly, the two
buckets are disjoint, so we can add up these two numbers to reach the desired value. But
we already know these values: The number of compomers that do not use letter a; is exactly
Cli — 1,m], the number of compomers for mass m over the alphabet {a1,...,a;-1}. And for the
compomers that useletter a; at least once, we can remove a single letter a; and count compomers

2Depending on the scientific area and the year of publication, you sometimes find “to enumerate” as a synonym for
“to count”; prominent examples include Garey and Johnson [87], or “graph enumeration” that deals with counting
certain graphs. To reduce confusion, we will stick to this sharp differentiation throughout this book.
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3 Combinatorics of Weighted Strings

of mass m —a; that use a; at least zero times: This number is stored in C[i,m —a;]. Obviously,
the later number is only meaningful in case m = a;. In total, we reach the recurrence:

Cli.m] = C[L:—l,m]+C[i,m—ai] ifm=a; (3.2)
Cli-1,m] else

At the end of our computation, C[k,M] holds the desired number. We formalized the above
argumentation in the proof of Lemma 3.3.

Example 3.2. Consider the weighted alphabet ¥ = {2,3,7,10} from Example 3.1. How many
compomers exist with mass M = 13? Using (3.2) we compute the following table:

i ;| M=0 1 2 3 4 5 6 7 8 9 10 11 12 13
0o - 10 0 00 00 0 0O O 0 0 O
1 2 1 01 01 01010 1 0 1 O
2 3 1 01111 2 12 2 2 2 3 2
3 7 1 01 111 2 2 2 3 3 3 4 4
4 10 1 011112 2 23 4 3 5 b

For example, C[2,12] =C[1,12]+ C[2,9] =1+ 2 = 3. So, the number of compomers is C[4,13] =5.
Note that the above table tells us the number of compomers for any m < 13.

An algorithm that applies recurrence (3.2) has running time O(kM), and requires O(kM)
space to store table C. In complexity theory, this is called a pseudo-polynomial running time:
The running time depends linearly (polynomially) on the integer M which is part of the input.
Regarding memory consumption, slight improvements are possible: For the computation of
entries C[i,-], only entries of type C[i —1,-] and C[i,-] are needed. To this end, we can calculate
the table row-by-row, and “forget” each row after computation of the subsequent row has been
finished. Then, memory requirements are reduced to O(M). Doing so, we can no longer ask for
the number of decompositions for some sub-alphabet {a1,...,a;} for i <k, but this is of minor
concern here. An implementation of this idea is given in Alg. 3.1. If we are only interested in
the number of compomers for mass M but not for any smaller masses, we can compute the table
column-by-column, and reduce memory requirements to O(kmax;a;). Not that the later does
not depend on M, which is very favorable in applications. On the other hand, we have to forget
the number of decompositions for almost all m < M, which is unattractive in applications. We
reach:

Lemma 3.3. For a alphabet X~ = {a1,...,a} of integer masses, the number of compomers with
mass m, for each m =0,...,M, can be computed in O(kM) time and with O(M) space using
Alg. 3.1.

The formal proof of this lemma can be found in the next section.

The related question for strings is, how many strings over X have mass M? This question
is very similar to answer, and requires only one-dimensional dynamic programming: Let C'[m]
denote the the number of strings over X that have mass exactly m. Then, each such string can
be divided into a string that is one character shorter, plus one character. Now, we can sort the
strings into 2 many buckets, depending on the last character, and see that all of these buckets
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1: function COMPUTENUMBERCOMPOMERS(weighted alphabet X, mass M)
2 arrays C[0...M],C'[0...M] of integers
3 integer i
4: if % is even then
5: Cl0]—1;C[m]—Oform=1,....,.M;i—1
6 else
7 Clm] < 1if m is divisible by a1, and C[m] — 0 otherwise; i — 2
8 end if
9: while i <% do

10: form=0,...,a;—1do

11: C'[m] — Clm]

12: end for

13: form=a;,...,M do

14: C'lm] — C[m]l+C'[m—a;]

15: end for

16: 1—1+1

17: form=0,...,a;—1do

18: Clm]—C'Im]

19: end for

20: form=a;,...,M do

21: Clm]—C'[m]+Clm -a;]

22: end for

23: i—i+1

24: end while

25: return array C

26: end function

Algorithm 3.1: Computing the number of compomers over an alphabet X~ ={a1,...,a} of integer
masses, up to some maximum mass M.

are disjoint. We initialize C'[m] = 0 as there is exactly one string (the empty string) of mass
zero. We easily reach the recurrence:

k
C'lml=) C'lm-a;] (3.3)
i1

where we assume that C'[m] = 0 holds for all m < 0. Put differently: Iterate over alli=1,...,k
and for those that satisfy m' = a;, add C'[m —a;] to the total number of strings.

Example 3.3. Consider again the weighted alphabet X = {2,3,7,10}. How many strings exist
with mass M = 13? Using (3.3) we compute:

m|0 1 2 3 4 5 6
2 2

9 10 11 12 13
Clml[1 0 1 1 1 7

7 8
4 4 10 12 20 25

Hence, the number of strings is C'[13] = 25. Even for this small example, we observe the dif-
ferent rate of growth for compomers vs. strings, namely, polynomial vs. exponential: Regarding
m =5 there exist only one compomer aib1, but two strings ab and ba.
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3 Combinatorics of Weighted Strings

Note that the problem of counting weighted strings, has a striking similarity with Fibonacci-
numbers: In fact, for X = {1,2} we reach the definition of these numbers, F(n)=F(n—-1)+F(n—
2).3 For an arbitrary alphabet, (3.3) defines a linear recurrence relation with finite history and
constant coefficients [101], or a linear recursive sequence for short. In theory, we can find a
closed-form solution for any linear recursive sequence. Then, the exact number C[m] can then
be computed in constant time, just like the n*! Fibonacci number F(n) can be computed as

— 1 n ny_| 1 n,1
Fou=—2(¢"-0-¢)")= | Lo+
where ¢ = %g is the golden ratio, and |-] denotes the floor function for rounding down. The
problem is that there exists no simple way to find this closed form for an arbitrary alphabet .

3.3 Formal proof of the counting lemma

We now give a formal proof of Lemma 3.3. Other lemmata and claims in this chapter can be
proven similarly, so we will go through this formal exercise only once. Reader with no formal
background in mathematics or computer science might want to trust me on the subject matter,
and skip this section altogether.

I present this proof as an example of the requirements mentioned in the preface of this book;
namely, specification of the input, generalizability of the method, correctness of the algorithm,
and running time of the algorithm. We have clearly stated the input of the method (an alphabet
of integer masses and a maximum mass M, all non-negative), and we have not stated any
restrictions that the algorithm might work only for certain inputs, but choose to fail on other.
Now, we will prove that the algorithm works correctly for all input, and we will also prove its
running time.

First, we show that recurrence (3.2) computes all entries C[i,m] according to the definition of
the C[i,m]: By this definition, C[i,m] is the number of compomers of mass m, over the alphabet
{ai,...,a;}. We do so by induction on i and m. As our induction start, we observe that only
mass m = 0 can be decomposed over the empty alphabet, having a unique decomposition, so
the CI[0,-] are correctly initialized. Assume that 7 = 1. Let ¥ be the set of compomers over the
alphabet {a1,...,a;} with u(c) = m for all ¢ € €; then, |€| = C[i,m] must hold. Partition ¥ into
two sets €1, 6o with €1 U 62 = € and €1 N 62 = @:

¢1:={c:c=(cy,...,c;)€€,c; =0}
G2 :={c:c=(cy,...,c;)€€,c; 21}

Let <€1’ be the set of compomers over the alphabet {a1,...,a;-1} of mass m; by induction,
|<€1’| =CI[i—1,m] must hold. We can easily define a bijection between the sets ¥; and €/, either
removing the trailing zero, or appending it. Hence, |61| = |<€{| =Cli-1,m].

For m < a; we obviously have 62 = ¢ and, hence, € = %1, so our claim follows. Assume
m = a;: Then, let %”2’ be the set of compomers over the alphabet {a1,...,a;} of mass m —a;; by
induction, |<€2’| = C[i,m — a;] must hold. We define a bijection ¢ : 62 — 6, by ¢(c1,...,¢i-1,¢i) =
(c1,...,¢i-1,¢; — 1), removing one character a; with mass a; from the compomer. Hence, |62| =
|<€2’| =Cli,m—a;]. As ¥ is the disjoint union of 61, %> we reach

Cli,m]=1€|= €1Vl =61+ |62l = Cli —1,m]+ Cli,m - a;]

3Note that the sequence is shifted, though, as we set C[0] = 1.
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as claimed.

Next, we make sure that Alg. 3.1 does in fact compute recurrence (3.2). But this is rather easy
to see: During the course of the algorithm, i is increased from 1 or 2 to M with increment 1.
After line 8 of the algorithm, array C[-] equals CIi,-] for either i =1 or i = 2. We claim that
at the start of each WHILE-loop, we have C[m] = C[i,m] for all m =0,...,M, where C[i,m] is
computed by (3.2). To this end, after the execution of the first FOR-loop (at line 16) we know
that C'[m] = C[i,m] must hold; similarly, after the execution of the second FOR-loop we again
have C[m] = C[i,m], as claimed.

Finally, we consider running time and memory of the algorithm: Space is clearly O(M) for
storing arrays C,C’. But equally clearly, running time is O(kM) as initialization requires M + 1
assignments. Afterwards, we have [k/2] outer loops; in each loop, we do 2M +2 assignments and
O(M) summations. O

3.4 Finding witnesses and the decision problem

We now turn to the slightly simpler question: Is there a compomer with mass M over the
alphabet X = {a1,...,a;}? Note that we can answer this question by using our algorithms from
the previous section, checking whether “C[k,M] = 1". We will now give a related solution but
here, we only need a one-dimensional binary table A. We define A[m] =1 if and only if there is
at least one compomer of mass m over the alphabet {a1,...,a;}. We initialize A[0] = 1, and use
the recurrence

Alm]= {1 if there is some i with A[m —a;]=1 form = a;, (3.4)

0 else.

Note the similarity with (3.3): Actually, asking whether there exists some compomer of mass M,
or if there exists some string of mass M, is equivalent. Computation of table A again requires
O(kM) time and O(M) space. In case we do not want to store table A for “future use”, memory
consumption can be reduced to O(max; a;). Again, our algorithm has pseudo-polynomial running
time, linear in M. In contract, the size of the input is only loge M as this is the number of bits
required to encode the number M in memory. Unfortunately, deciding if there is a compomer or
a string of mass M is NP-hard [153]: No exact algorithm with running time polynomial in log M
can exist, unless P = NP. The pseudo-polynomial algorithm introduced above is no contradiction
to this hardness result: In fact, the problem is weakly NP-hard, but not strongly [87].

How can we produce a witness, that is, find some compomer ¢ with u(c) = M? Here and in the
following, let e; = (0,...,0,1,0,...,0) denote the i*h unit vector that has all-zero entries, except
for the i*? entry, which equals one. Finding a witness is very simple, using table A: Assume that
A[M]=1. Start with ¢ — 0 and m — M. Find some i such that m =a; and A[m —a;] =1. Set
¢ —c+e; and m — m—a;, and repeat until m = 0. Output ¢. Similarly, we can build a witness
strir}g s with p(s) = M. One can easily see that this algorithm is correct, and has running time
O(k o)

Example 3.4. Consider again the weighted alphabet Z = {2,3,7,10}. We want to compute a
witness ¢ for mass M = 13. Here is table A, modified from Example 3.3:

1 2 3 4 5 6 7 8 9 10 11 12 13
011111111 1 1 1 1

m‘O
A[m]‘l
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1: procedure FINDALLREC(integer i < k£, mass m, compomer c)
2 if i =0 then

3 Output ¢ and return
4: end if

5: if B[i—1,m]=1 then
6 FINDALLREC(i —1,m,c)

7 end if

8 if m=>a; and B[i,m —a;] =1 then
9 FINDALLREC(i,m —a;,c +e;)
10: end if

11: end procedure

Algorithm 3.2: Recursive algorithm for enumerating all compomers of a given mass m. To
decompose mass M, this algorithm is initially called as FINDALLREC(k,M,0).

We start with m — 13 and ¢ =(0,0,0,0). For i =1 we find A[m—ai1] = A[13-2] =1, so we set m —
m—a1=11and ¢ —(0,0,0,1). We repeat this four more times and reach m =3 and ¢ = (0,0,0,5).
Now, A[m —a1]1=0, but for i =2 we have again A[m —ags]l=A[3-3]=1. Weset m —m —ag3=0
and ¢ —(0,0,0,5)+(0,0,1,0)=(0,0,1,5), and we are done. As desired, u(c)=5-2+1-3=13.

3.5 Enumerating strings and compomers

Finally, we consider the question most interesting for the majority of MS applications: Given
a mass M, find all strings s with u(s) = M, and find all compomers ¢ with u(c) = M. First, we
consider creating all strings of mass M.

Now, we consider the problem of enumerating all compomers ¢ with u(c) = M. This problem
can be solved by backtracking through the table C: For that, we consider the two “buckets”
of recurrence (3.2), and follow both cases to actually compute the individual compomers. As
for the decision problem, a binary table is sufficient for this task, as only requests of the form
“Cli,m] > 0?” have to be answered. Unfortunately, we cannot use table A to enumerate all
compomers, as the information stored there is not sufficient. To this end, we define a third, two-
dimensional binary table B. We define B[i,m] =1 if and only if there is at least one compomer
of mass m over the sub-alphabet {ai,...,a;}. Now, we initialize B[0,0] =1 and B[0,m] = 0 for
m=1,...,M, and use the recurrence

. 1 ifBli-1,ml=1orBli,m—-a;l=1form=a;,
Bli,m]= (3.5)

0 otherwise.

Clearly, Bli,m] =1 holds if and only if C[i,m] > 0.

See Alg. 3.2 for the pseudo-code of the enumeration algorithm. Clearly, we can replace the
statement “Bli,m] = 1" by “Cl[i,m] > 0”. The algorithm is written as a recursion for the sake of
simplicity, but we can also do this task iteratively, see Alg. 3.5 on page 55. These algorithms
can be easily modified to take into account upper and lower bounds for each character, see
Exercise 3.18.

How much time is needed to compute all compomers? Comparable to the algorithm for com-
puting a single witness, the algorithm FINDALLREC requires O(k%) time per decomposition.
So, the running time is linear in the size of the output, which is quite obvious: the larger the
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output, the longer the running time. But even if there is only a few compomers with mass M, the
running time also depends linearly on M, which is somewhat unfavorable. In the next section,
we will get to know a different approach that does not have this unfavorable property.

3.6 The Money Changing problem and the Round Robin
algorithm

In Sec. 3.4, we asked if there is at least one compomer ¢ with mass u(c) = M. This problem
was first posed in 1884 and is known as the MONEY CHANGING PROBLEM. To understand
what this has to do with money changing, assume that we live in a country where only coins
with values a1,...,a; such that a1 <ag <:-- <ap are available. We want to know what change
can be given with these coins. This problem is trivial if a coin with value a; = 1 exists. Let
g :=gcd(aq,...,apr) be the greatest common divisor of numbers ai,...,a;: So, g is a divisor of
each a; for all i =1,...,k, and g is the largest such integer. In case g > 1 then it is easy to see
that we can only make change for numbers 0,1g,2g,3g,.... In the following, we will usually
assume gecd(ai,...,ax) = 1. In turns out that the results of this section can also be applied in
case ged(ay,...,ar) > 1, see the end of the section for the simple details.*

Let Z ={a1,...,a:} be a fixed weighted alphabet with gcd(ay,...,az) = 1. We want to decide
whether some mass M is decomposable or not over Z: For an integer M, we write r = M mod a1
for the residue of M modulo a;: This is the unique number r € {0,...,a1 —1} such that M = qga;+r
for some integer q. For M = 0 we easily see that ¢ = |[M/a1]. We say that M belongs to residue
class r (modulo a1).

A simple observation is as follows: If M is decomposable, then M +a1,M +2a1,M +3a1,... are
also decomposable. (It holds that M +a; is decomposable for any i = 1,...,%, but we only need
the statement for i = 1.) This implies that there is a smallest such mass that is decomposable.
For each residue classes r = 0,...,a1 — 1, let N[r] be the smallest mass that is decomposable
satisfying N[r] modaj =r. So, N[0...a; — 1] is a one-dimensional array satisfying

Nlrl= min{n :r=n modaji, and n is decomposable over {al,...,ak}}

for r =0,...,a1 — 1. Here, N[r] = +co if no such number exists, and the minimum is empty.
Clearly, u(c) = N[r] for some compomer c = (cy,...,c;) implies ¢ = 0 because otherwise, N[r]l—a;
has a decomposition, too. The table N[0...a; — 1] form the residue table of the instance.

Example 3.5. For the remainder of this section, we will consider the weighted alphabet X =
{5,8,9,12}. The residue table N[0...a1— 1] of this alphabet is:

rlo 1 2 3 4
N[rl|0 16 12 8 9

It is straightforward to check that this truly is the residue table of the above instance: Clearly,
mass 0 belongs to residue class r = 0 (modulo a; = 5) and obviously, there is no smaller non-
negative integer. Next, 16 belongs to residue class r =1 and can be decomposed as 16 = 8+ 8,
whereas we cannot decompose 16 —5 = 11. We can continue in this fashion up to residue class
r =4, where 9 =9 can be decomposed but 9 —5 =4 cannot.

4Many countries got rid of small coins, but since supermarkets love prices such as $0.99, the amount you have to
pay has to be rounded.
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Assume that we know the residue table N[0...a1 — 1] of a weighted alphabet: This allows us
to answer the question “is mass M decomposable?” in constant time. We simply calculate r — M
mod ai; then, M is decomposable if and only if M = N[r]. For example, assume that we want
to know if 17 can be decomposed over the weighted alphabet from Example 3.5. We calculate
17 mod 5 =2 and check 17 = N[2] = 12, so the answer is “yes”. On the other hand, we cannot
decompose 11, as 11 mod5=1, and 11 < N[1]=

Before we concentrate on computing the residue table, we take a short detour: Recall that
ged(aq,...,ap) =1. Then there exists a number g := g(a1,...,az), called the Frobenius number,
such that g cannot be decomposed, but all masses M > g can be decomposed. It might be
somewhat surprising that for an arbitrary weighted alphabet, all sufficiently large masses can
be decomposed. See Exercise 3.14 for the proof of the special case £ = 2. Given the residue table
NI[O0...a1 —1] of an instance, there is a simple formula to compute the Frobenius number g, as
well as the number w of omitted values that cannot be decomposed over Z ={az,...,az}:

a1—1 N 1 ai— 1
g= max {N[r]} and w= ) { [r]J = (3.6)
r=0,...,a1—-1 =0 ai a1l .=

These two formulas may also appear somewhat surprising but in fact, it is rather straightfor-

ward to show that these identities hold; see Exercise 3.15. For the weighted alphabet from

Example 3.5, we can read from the residue table that g =16 -5 =11, and there are
16+12+8+9 4

w=——7——--=9-2=7
5 2

masses without a decomposition; namely, these are masses 1,2,3,4,6,7,11.

Now, the interesting question is: Given a weighted alphabet {a1,...,a), how can we efficiently
calculate its residue table N[0...a1— 1]? This can be achieved by the Round Robin algorithm:
We compute the values of N iteratively for the sub-problems “Find N[O0...a;—1] for the instance
{ai,...,a;}’, fori= .,k. For i =1 we can only decompose masses of the form M = ia; whereas
all other masses cannot be decomposed. Hence, we start with N[0] =0 and N[r] = co for r =
1,...,a1—1. When constructing the residue table for the next step, the current values N[0...a;—
1] are updated. Suppose we know the correct values N'[r] for the sub-problem {a1,...,a;_1}, and
we want to calculate those of the original problem {a1,...,a;}. We first concentrate on the simple
case that ged(a1,az) = 1. We initialize N[r] — N'[r] for all » = 0,...,a1 -1, and n — N[0] =
In every step of the algorithm, set n — n+aj and r — n moda;. Let n — min{n,N[r]} and
NI[r] — n. We repeat this loop until n equals 0. In case all aq,...,a; are coprime to a; — that
is, ged(a1,a;) =1 holds for all i =2,...,k — then this short algorithm is already sufficient to find
the correct values N[r].

Example 3.6. Consider the weighted alphabet Z = {5,8,9,12} from Example 3.5. In Figure 3.1,
each column can be viewed as representing one iteration of the Round Robin algorithm. For
example, focus on the column a3 =9. We start with n = 0. In the first step, we have n — 9 and
r =4. Since n < N[4] = 24 we update N[4] — 9. Second, we have n —9+9 =18 and r = 3. In view
of n > N[3] =8 we set n — 8. Third, we have n — 8+9 =17 and r = 2. Since n < N[2] = 32 we
update N[2] — 17. Fourth, we have n — 17+9 =26 and r = 1. In view of n > N[1] = 16 we set
n < 16. Finally, we return to r =0 vian — 16 +9 = 25.

It is straightforward how to generalize the algorithm for d := ged(a1,a;) > 1: In this case,
we do the updating independently for every residue p = 0,...,d —1: Only those N[r] for r €
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r a1=5 a2=8 a3=9 a4=12
0 0 0 0 0
1 fols) 16 16 16
2 0o 32 17 12
3 0o 8 8 8
4 00 24 9 9

Figure 3.1: Extended residue table N[0...4,0...4] of the weighted alphabet X = {5,8,9,12} from
Example 3.5, as well as iterations of the Round Robin algorithm.

1: procedure ROUNDROBIN(weighted alphabet X)

2 initialize N[0] — 0 and N[r]—ooforr=1,...,a1 -1

3 fori—2,...,k do

4: d —ged(ay,a;)

5: for p —0,...,.d-1do

6 ﬁndn=min{N[q]:p=q modd,OSanl—l}
7 if n < oo then

8
9

for j—1,...,a1/d-1do > repeat a1/d— 1 times
n—n+a;
10: r=n modaj
11: n — min{n,N[rl}
12: Nlrl<n
13: end for
14: end if
15: end for
16: end for

17: end procedure

Algorithm 3.3: Constructing the residue table N[0...a; — 1] of a weighted alphabet X =
{ai,...,ar}.

{0,...,a1 — 1} are updated that satisfy r = p mod d. To guarantee that the Round Robin loop
completes updating after ai/d steps, we have to start the loop from a minimal N[r] with r=p
mod d. For p =0 we know that N[0] =0 is the unique minimum, while for p # 0 we search for
the minimum first. See Alg. 3.3 for the pseudo-code of the algorithm. The inner loop (lines 8-13)
will be executed only if the minimum min{N[q]} is finite; otherwise, the elements of the residue
class cannot be decomposed over a1,...,a; because of ged(ay,...,a;)> 1.

It is quite easy to see that the Round Robin algorithm computes the residue table of a weighted
alphabet X = {a1,...,a3} in O(ka1) time; besides O(a1) memory for storing the current residue
table, we need only constant extra memory.

Example 3.7. Consider the weighted alphabet ~ = {6,7,8}. Now, gcd(ai,as) =2 so for i = 3,
we have to compute the residue table N[0...a; —1] in two independent round robin runs. The
residue tables computed by the iterations of the Round Robin algorithm are:
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rliair=6 a2=7 a3=8
0 0 0 0
1 00 7 7

2 [o's) 14 8
3 fos) 21 15

4 [o's) 28 16
5 fo's) 35 23

For the last column, we first consider p = 1: then, n = min{0, 14,28} = 0. We repeat two times: In
the first step, we set n — 0+ 8 =8 and r = 2. Since n < N[2] = 14 we update N[2] — 8. Second,
we have n —8+8 =16 and r = 4. In view of n < N[4] = 28 we set N[4] — 28. The next step would
bring us back to r = 0. Next, we consider p = 1: here, n = min{7,21,35} = 7. We again repeat two
times: In the first step, we set n — 7+8 =15 and r = 3. Since n < N[3] =21 we update N[3] — 15.
Second, we have n — 15+8 =23 and r = 5. In view of n < N[5] = 35 we set N[5] — 23. The next
step would bring us back to r =1, and we are done.

For enumerating all decompositions of mass M, the information contained in the residue
table is unfortunately insufficient. But to our delight, we have implicitly come up with a data
structure that allows us to tackle the enumeration problem: Namely, for each » =0,...,a1 -1
and each i = 1,...,k, we search for the smallest number N[i,r] such that » = N[i,r] modai,
and NI[i,r] is decomposable over {a1,...,a;}. Formally, we define the extended residue table
NIO...£,0...a1—1] to be a two-dimensional table such that

Nli,r]= min{n :r=n modaji,and n is decomposable over {al,...,ai}}

where NJ[i,r] = +oo if no such number exists, and the minimum is empty. Clearly, space for
storing the extended residue table O(ka1). Here, the nice feature is that there is no “largest
mass” that we have to decide upon during preprocessing.

The nice feature of the Round Robin algorithm is that we have already computed the extended
residue table of the instance: We simply have to store each iteration of the algorithm as a
“column” of the matrix, when iterating i = 0,...,%. See Fig. 3.1 for the extended residue table of
Example 3.5.

We can easily use the extended residue table to enumerate all decompositions: In fact, we
simply have to replace the query “Bli,m]= 1" in Alg. 3.2 by the equivalent query “m = N[i,r] for
r=m moda;”. See Alg. 3.2 for the result. In fact, we easily transform the iterative variant of
that algorithm, namely Alg. 3.5, into an iterative variant using the extended residue table, see
Exercise 3.10.

So, we have improved upon the memory consumption of our approach, as well as the running
time during preprocessing. Also, the new algorithm has the desirable property that we do not
have to decide upon a largest mass that we want to decompose during preprocessing. Instead,
for a fixed weighted alphabet, we compute its unique extended residue table; this allows us
to compute decompositions for any mass m at a later stage. It turns out that the resulting
algorithm is also much faster in practice, at least for certain applications: This is due to
the reduced memory consumption, which allows us to store the extended residue table in the
processor cache, instead of having to store array B in main memory, see Sec. 10.1.

One thing that we have not improved upon, is the running time per decomposition. But
there is a modification of the algorithm so that we can guarantee that every decomposition is
computed in O(ka1) time: To this end, we do not recurse in an arbitrary order but instead, treats
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1: procedure FINDALLERT(integer i <k, mass m, compomer c)
2 if i =0 then

3 Output ¢ and return
4 end if

5: r—m modaj
6 if m=N[i—-1,r] then

7 FINDALLERT(G - 1,m,c)
8

9

end if
: r—(m-a;) modaq
10: if m=a; and m—a; = N[i,r] then
11: FINDALLERT(G,m —a;,c+e;)
12: end if

13: end procedure

Algorithm 3.4: Recursive algorithm for enumerating all compomers of a given mass m, based
on the Extended Residue Table N[0...%£,0...a1 —1]. To decompose mass M, this algorithm is
initially called as FINDALLERT(%,M,0).

all recursions for each residue class in one batch. Whereas the resulting algorithm allows us to
prove an improved worst-case running time, the overhead required for processing the residue
classes individually, is usually too high in applications. The algorithm can be found in Fig. 4 of
[24], we defer further details.

Finally, a few words about the case g :=gcd(ay,...,ar) > 1 that we have ignored so far. To
cover this case is rather simple: Replace masses aj,...,a; by new masses ai/g,...,ar/g, and
construct the (extended) residue table for this weighted alphabet. If you want to decompose a
mass M (or decide if it is decomposable), first check if M mod g = 0 holds: Otherwise, M has no
decomposition over ai,...,a;. Next, decompose the mass M/d over the alphabet ai/g,...,ar/g;
all decompositions that you compute, are also decompositions of M over aq,...,az.

3.7 Approximating the number of compomers

Before we start this section, a word of warning is in place. The term “f approximates g” for
two functions f,g :N — R can be used with many different meanings: In computer science, this
means that we can calculate some number with a guaranteed relative error, so f(n)<(1+¢)g(n)
or f(n)=(1-¢€)g(n) for all n € N. Here, € > 0 can be a constant (sometimes, even an arbitrary
constant) or a function depending on n. In mathematics, this sometimes means that f and g
are asymptotically equivalent or asymptotically equal, so lim, ., f(n)/g(n) = 1, what is denoted
f ~ g. Hence, f “behaves like” g and as n goes towards infinity, the relative error goes to zero.
Be aware that in both cases, we only consider relative errors: The absolute difference may be
huge and might even go to infinity as n — co, see Exercise 3.20. Be also warned that f ~ g does
not tell us how fast the error goes to zero, and that the approximation might be arbitrarily bad
for the first N numbers where, again, N might be arbitrarily large, such as N = 101%%0, Finally,
colloquial speaking, “f approximates g” means that “f is somewhat close to g”. For this last
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case, we will say that f estimates g, so that it cannot be confused with the two formal uses of
this word.?

Let y(M) denote the number of compomers with mass exactly M, over some fixed alphabet X.
Often, we do not have to compute y(M) exactly but rather, want to compute a reasonable
estimate. Luckily, there is a simple formula that can help us to estimate the number of
decompositions in constant time. The following result is due to Issai Schur:

Theorem 1. If ged(aq,...,ar) =1 then

1

M*k1 M — co. 3.7
(k-1laias---ap, for * 3.7

Y(M) ~

Actually, we can infer from this theorem that every sufficiently large number M is decompos-
able over Z. Unfortunately, convergence is rather slow. A better approximation was given by
Beck, Gessel, and Komatsu [12]:

Y(M) = by MF 4 by oM* 2 4 by _sMP3 (3.8)
where

yoooo 1 1

LT g a (k—l)'
1 k

by_ ::

k-2 o 2(k ) Z (3.9)
1 1

bp_3:= . as+) aja

P ey, 4k =3)! (3§ EJ J)

In fact, the authors show how to compute all the coefficients of the polynomial, we omit the
details. See Sec. 10.1 on how this can be used to estimate the number of compomers over the
amino acid, and the number of molecular formulas over some alphabet of elements.

We mentioned that the above estimates do not give any guarantees, such as: The approxima-
tion will in all cases be at most twice as large as the number of decompositions. Only when M
goes to infinity, Theorem 1 guarantee that the relative error will drop to zero. As we will see
in Sec. 10.1, Eq. (3.8) cannot be used to give a reasonable estimate of the number of amino acid
decompositions. By contrast, even the simpler approximation (3.7) results in reliable estimates
of the number of molecular formulas, if we ignore the fluctuation of this number due to the
combinatorial nature of the problem.

We will now turn to approximations that give us a guarantee on how large the relative error
is. Let I'(M) be the number of decompositions with mass m <M, so I'(M) = Z%ZO Y(m). Dyer [62]
gave a Polynomial Time Approximation Scheme (PTAS) for this number: We choose an arbitrary
relative error £ >0, then the algorithm computes an estimate I'(M) such that

I(M)<T(M)<(1+eIl(M)

in time O(k® + ¢ 2k%). So, we can approximate ['(M) with arbitrary precision, where we
trade running time for precision. Note that M itself is no longer part of the running time.
Unfortunately, this will not lead to an approximation for the number of compomers with mass
exactly M. In fact, one can easily see that no PTAS can exist for this number: The reason is that

5There are other meanings to this phrase, even in mathematics and computer science: For example, mathematical
approximation theory is all about absolute errors.
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if we can approximate y(M) with performance ratio € = % in polynomial time, then we can decide
in polynomial time whether y(M) = 0 holds. We noted above that this is not possible unless
P=NP.

3.8 Historical notes and further reading

Our presentation in this chapter roughly follows the paper of Bocker and Liptak [24], see there
for additional details and missing proofs.

The idea of using compomers for the analysis of mass spectrometry data, dates back at least to
the 1980’s: Back in 1984, Sakurai et al. [202] used compomers over the amino acid alphabet for
de novo sequencing of peptides. In their approach, they took an MS/MS spectrum of an unknown
peptide with parent mass M, generated all compomers ¢ with u(c) = M, then generated all
strings s with comp(s) = ¢ and, finally, simulated a reference spectrum for each such string s to
compare it against the measured spectrum. Obviously, this approach suffered heavily from the
huge number of compomers over an alphabet with 19 characters.

The MONEY CHANGING problem and, in particular, the problem of computing Frobenius
numbers has been around in Mathematics for quite some time: In 1884, Sylvester asked for the
Frobenius number of 2 = 2 coins a1,a2, and Curran Sharp showed that g(a1,a2) =aja2—a1—as
[221]. For three coins a1,a2,a3, Greenberg [100] and Davison [51] independently discovered
simple algorithms with fast running times. Kannan [125] established algorithms that for any
fixed k, compute the Frobenius number in time polynomial in logaj. Unfortunately, the running
time has a double exponential dependency on %, and cannot be applied for £ = 5. Reading the
Frobenius number from the residue table was suggested by Brauer and Shockley [31].

In 2007, Einstein, Lichtblau, Strzebonski, and Wagon [67] presented an elaborate method
that can solve instance with 2 = 4 and a;, < 10'% in under one second, and instances with
k=17 and a; = 10190 in a matter of minutes. Other methods might be faster if % is large
whereas a; is relatively small [13]. Computing the Frobenius number is NP-hard [192], so
we cannot hope to find algorithms polynomial in %2 and loga, simultaneously unless P = NP.
Many results regarding the MONEY CHANGING problem and Frobenius numbers are based on
generating functions, see [235] for an introduction. There has been considerable work on bounds
for Frobenius numbers, see Ramirez-Alfonsin [191] for a survey.

The solution of the CHANGE MAKING problem (see Exercise 3.1) was proposed by Gilmore
and Gomory [91] in 1965, but it is probably easier to come up with a solution yourself than to
find it in their paper.

The MONEY CHANGING problem is also closely related to unbounded integer knapsacks [162]:
There, one replaces the condition }_;c;a; =M by 3 jcja; < M. In fact, the approximation result
of Dyer [62] mentioned in Sec. 3.7 is for unbounded integer knapsacks. Although these problems
look similar, algorithms for solving unbounded integer knapsacks such as the algorithm of
Martello and Toth [161], cannot be used for the MONEY CHANGING problem.

Alg. 3.5 is the iterative version of the FINDALL algorithm. Be aware that, although it is
more complicated than the recursive Alg. 3.2, it is presumably much faster in application. The
fasted variant is hard-coding |X| many WHILE-Loops. In practice, both approaches will show a
comparable running time, as compiler optimizations such as loop unrolling cannot be performed
here, see Exercise 3.17.
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3.9 Exercises
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3.1 Assume you are given an infinite supply of coins with values X = {2,3,7,10} dollars. How
can you make change for 18 dollars with as few coins as possible? Provide a general
solution to the problem. This problem is known in computer science as the CHANGE
MAKING problem, and can be solved with a recurrence similar to (3.2).

3.2 Compute the residue table and the Frobenius number for the weighted alphabet X =
{3,6,20}. How can you “make change” for 41 “dollars”? This particular problem is also
known as CHICKEN MCNUGGETS problem — explain why.

1: procedure FINDALLIT(mass m)
2 compomer ¢ =(c1,...,c;) — 0
3 integer i — k&
4 while i <% do
5: if B[i,m] =0 then
6 while i <% and B[i,m] =0 do
7 m—m+c;a;
8 c; <0
9: i—i+1
10: end while
11: if i <k then
12: m—m-—a;
13: ci—ci+1
14: end if
15: else
16: whilei>1and B[i—1,m]=1 do
17: i—i—-1
18: end while
19: if i =1 then
20: c1—mlai
21: Output ¢ =(¢ey,...,cp)
22: 1—2
23: end if
24: if i <% then
25: m—m-—a;
26: ci—c;+1
27: end if
28: end if
29: end while

30: end procedure

> is this decomposable at all?
> no, go to next one

> now, B[i,m] =1 holds

> initially, we do not add any coins

> now, Bli,m]=1butB[i—-1,m]=0

Algorithm 3.5: Iterative algorithm for enumerating all compomers of a given mass m. To
decompose mass M, this algorithm is initially called as FINDALLIT(M). [ToDo: THIS HAS
TO BE CHECKED!]
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3.3

3.4

3.5

3.6

3.7

3.8

3.9

3.10

3.11

3.12

3 Combinatorics of Weighted Strings

You can compute Frobenius numbers using the search engine Wolfram Alpha at
http://www.wolframalpha.com/. What is the Frobenius number of the alphabet
{12312312,4567456745,678678678,4567894567}?

Show by examples that the greedy algorithm cannot optimally solve the MONEY CHANG-
ING and the CHANGE MAKING problem.

How many strings can be made using all characters of the string ALGORITHMUS exactly
once? As an example, there are three strings for the input string ABA, namely AAB, ABA,
and BAA. How many strings can be made from ABRACADABRA? Try to find a formula for
this number.

Let X be a weighted alphabet with integer masses u: X — N.o, where not all masses
are necessarily different. Build an algorithm that decomposes some mass M over this
alphabet, using any of the FINDALL algorithms as a subroutine.

Let X ={a,b,c,d} be a weighted alphabet with masses u(a) =8, u(b) =6, u(c) =8, and u(d) =
9. Compute all compomers using the recursive algorithm FINDALLREC (Alg. 3.2). List all
calls of the the algorithm, in the order in which they are executed. Here, we use the “old
fashioned” version of weighted alphabets, to make it easier to write up the compomers.

Let X be the weighted alphabet from the previous exercise. Compute all compomers using
the iterative algorithm FINDALLIT (Alg. 3.5). List values of variables i, m, and ¢ for each
entry into the WHILE-loop (line 5), in the order in which the algorithm is executed.

Let X :=1{6,7,17,22} be a weighted alphabet. Compute the ERT table using the Round
Robin algorithm, and use the ERT table to compute all decompositions of mass 35.
Compute the Frobenius number and the number of omitted values of this instance.

Modify Alg. 3.5 so that it uses the Extended Residue Table instead of array B, similar to
Algorithms 3.2 and 3.4.

Assume that we have computed C'[m] for all m =0,...,M as the number of strings over an
alphabet ~. How many strings of parent mass M have a prefix of mass m, and how many
have a suffix of mass m? Finally, how many strings of parent mass M have a prefix or
suffix (or both) of mass m < M/2? Hint: The solution to all three questions is very simple
and, in particular, you do not need a new recurrence.

Using integer masses, find the prefix and suffix of a peptide with smallest mass so that,
with the “true” de novo sequencing mass modification +0 and +18, both have identical
mass, violating Assumption 4 from Chapter 2. Argue why the string resulting from
appending prefix and suffix, is truly the string of smallest mass violating the assumption.

3.13* Using integer masses, count the number of peptide strings of mass M that have a prefix of

mass m and a suffix of mass m+18, for any m € {0,..., M}. If you have previously computed
C'[0...M], you can do so in O(M?) time. To come up with useful numbers, you should treat
character | and L as one; similarly, characters K and Q. Plot the relative number of such
strings against M, for M =0,...,3500.

3.14% Proof that for a weighted alphabet {a1,a2} that the number g = g(a1,a2) =aiaz —ai1 —asz

cannot be decomposed, but all M > g can be decomposed.
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3.15

3.16

3.17

3.18

3.19

3.20

3 Combinatorics of Weighted Strings

Proof the correctness of Eq. (3.6).

Write a program to compute arrays B and C for the amino acid alphabet. As integer
weights, use those from Table 9.1 times 100, rounded to the closest integer. Compute
BI[0...20000] and C[0...20000].

Implement the recursive and iterative algorithms for enumerating compomers, Algo-
rithms 3.2 and 3.5, as well as 19 nested WHILE-loops for the amino acid alphabet. Using
each algorithm, enumerate all compomers for integer masses m = 0,...,20000, using the
array B from the previous exercise. Compare running times. Warning: Do not print out
compomers, as this will by far exceed the time required to compute them.

It is easy to modify all presented algorithms for enumerating compomers, when upper and
lower bounds for each character in X are given. Show how this can be done. Note that for
lower bounds, you do not need any changes to the actual algorithms.

Assume that X is an alphabet of integer masses, such that one character has positive
mass, and one character has negative mass. Proof: If some mass M has at least one
decomposition, then it has an infinite number of decompositions.

Let f(n):=2"+n+1000 and g(n) := 2"*. Show that f ~ g. Compute the absolute and
relative error for n =1,...,20.
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